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Abstract
This paper presents a real-world application of Bayesian networks to support existing home care
quality supervision. In Denmark home care is delivered by municipalities, where the individual
citizen is free to select the service provider, private or public. The aim of our work is to support
the home care control process by identifying significant deviations automatically, pointing to rea-
sons for a significant deviation and identifying future home care deliveries where there is a high
probability of deviation between granted and delivered care to the individual citizen. Home care is
granted as packages of time measured in minutes and we define a too high delivery rate as larger
than 150%. In the municipality under study in this work (municipality of Hjørring), the supervi-
sion of home care delivery is a manual and time consuming process prone to human error. This
paper presents the results of efforts to automate parts of the supervision using Bayesian network
modelling and data analysis. The results of the pilot study show significant potential in applying
Bayesian network modelling and data analysis to this challenge for the benefit of the municipality,
the employees and the citizens.
Keywords: Bayesian network; learning from data; real-world application; software.

1. Introduction

Methods and techniques originating from Artificial Intelligence have matured to a point where they
are applied in an increasing number of domains. Improved methods combined with a continuously
growing body of data, have resulted in new applications, and have entered areas such as, e.g.,
accounting and administration. There is also a growing awareness in the public sector — an area
that has particular requirements in the sense that decisions and rulings have to be backed up by
arguments and reference to relevant legislation. This need for transparency points in the direction of
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explicit models of the domain under consideration –– one of the virtues of Bayesian networks (Pearl,
1988; Jensen and Nielsen, 2007; Kjærulff and Madsen, 2013).

Bayesian networks are well-suited for handling uncertainty and noisy data in highly structured
domains. They are efficient tools for combining information from literature, empirical data and
expert knowledge into a single model representation taking uncertainty into account. Bayesian
networks have a long history in health care. Recent work has focused on automatic construc-
tion of models for specific diseases such as kidney stones (Kazemi and Mirroshandel, 2018) or
ulcers (Kaewprag et al., 2017), methodologies, such as image classification (Arias et al., 2016), gen-
eral models for diagnosis based on electronic patient journals (Shen et al., 2018), and for models for
risk prediction (Arora et al., 2019). A recent study by Kyrimi et al. (2020) provide a comprehensive
analysis of Bayesian networks in health care and conclude that there are still unexploited potentials
to be gained. Goodson et al. (2008) reports on the use of Bayesian networks for nursing home care
quality, which is the application reported in the literature that appears to be closest to our work.

We report on a case study from the public administration in Denmark within the domain of
home care. This is a field where substantial data is available, and the study combines analysis of
this data with experience from practitioners to assist in various tasks, such as control, planning
and explanation of deviations between planned and actual activities. A home care (also known
as domiciliary or home help) worker or assistant provides help or care in people’s own homes
to elderly people or those with disabilities or special needs. They perform tasks related to care
functions such as, for instance, cleaning, helping with shopping, helping with taking medicine. The
aim of the present study is to apply Bayesian networks to predict a high risk of deviations in home
care deliveries in a municipality. Granted home care is organised into packages that are measured
in minutes. As some deviation between planned and actual activities are expected, we focus on a
too high delivery rate, which is later defined more formally as a delivery that is more than 150%
larger than the granted amount. The Bayesian network should support the municipality in reaching
its objective to deliver the right amount of help at the right time to ensure that citizens can live in
their own homes for as long as possible.

2. Preliminaries and Notation

A Bayesian network represents an efficient factorization of a joint probability distribution into a set
of conditional distributions when the graph of the model is sparse. We consider models with discrete
variables only and the use of function nodes. A Bayesian network with function nodes (Madsen
et al., 2014) is an extension of Bayesian networks to include function nodes. A function node
represents a numerical value computed from a mathematical expression. An expression may include
probabilities computed through inference in a Bayesian network and may be used to define constants
in mathematical expressions defining the content of a CPD. In this paper, we use function nodes to
compute values based on the results of inference in a Bayesian network.

To guide the user in the process of identifying a possible explanation of a too high delivery rate,
we will use Bayes Factor K (Good, 1960) defined as K = P (ε |h1)

P (ε |h2) , where ε is the set of evidence,
h1 is the hypothesis of too high delivery rate, and h2 is the hypothesis of not too high delivery rate.
This value is computed for each individual observation εi to obtain an indication of the weight of εi
as an explanation of too high delivery rate. The value of K is interpreted using the scale suggested
by Jeffreys (1961) and slightly modified by Lee and Wagenmakers (2013) shown in Table 1. The
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K Strength of evidence Color

K < 1 Negative RGB(255,255,255)
1 ≤ K < 3 Barely worth mentioning RGB(255,238,238)
3 ≤ K < 10 Substantial RGB(255,204,204)
10 ≤ K < 30 Strong RGB(255,170,170)
30 ≤ K < 100 Very Strong RGB(255,85,85)
> 100 Decisive RGB(255,0,0)

Table 1: Interpretation of Bayes Factor K and colour coding.

last column of the table illustrates how the strength of evidence is illustrated to the user using RGB
color model to set the intensity of the text background color.

The Bayesian network models are either constructed by hand using expert knowledge or from
data as a Tree-Augmented Naive Bayes model (TAN) (Friedman et al., 1997), where parameter
estimation is performed using the Expectation-Maximization (EM) algorithm (Lauritzen, 1995).

3. Domain of Application and Methodology

Denmark is organized into 98 municipalities and the municipality of Hjørring is a typical province
centered around the city Hjørring in the northern part of Jutland. The municipalities have some
degrees of freedom to form their organisation. Typical organisations include an authority to control
that rules and regulations are followed, an economy section to deal with budgets and finances,
a section for social welfare that grants help to citizens and sections that provide actual services.
Municipalities in Denmark have a high level of digitalization, which enables automation and the use
of artificial intelligence technology for data analysis. Hjørring is considered to be an innovative and
forward thinking municipality with a keen interest in applying new technologies to solve problems
more efficiently to the benefits of its citizens.

Package Minutes per week
(p) Lower limit (l(p)) Upper limit (u(p)) Median (m(p))

Mini Evening 1 100 63
Small Evening 101 150 126
Medium Evening 151 260 203
Large Evening 261 420 336
Maxi Evening 421 559 490
Mini Day 1 105 56
Small Day 106 230 168
Medium Day 231 440 329
Large Day 441 720 588
Maxi Day 721 1,365 1,050

Table 2: Packages for personal assistance and their sizes (minutes).
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Area Citizens Recipients of home care

Hjørring 65,257 2,105
Denmark 5,781,190 145,408

Table 3: Number of citizens and recipients of home care in 2018 (Statistics Denmark, 2020).

Allocated help Males Females

All 722 1,383

Less than 2 hours 428.5 913.5
2 - 3.9 hours 117 176
4 - 7.9 hours 92.5 155.5
8 - 11.9 hours 44.5 76.5
12 - 19.9 hours 23 34.5
More than 20 hours 16.5 27

Table 4: Recipients of help according to allocated time (hours per week) and sex in 2018 (Statistics
Denmark, 2020).

According to Danish law the municipalities have an obligation to provide personal assistance
and care to citizens with reduced physical or psychological abilities. Home care is a complex
enterprise involving several parts of the organisation. Help is granted by social welfare. An official
visits the citizen and allocate assistance according to identified needs. Help is allocated in terms
of packages where a package covers a certain range of assistance measured in minutes per week.
Table 2 show examples of standard packages for personal care in the municipality of Hjørring.

The number of citizens and recipients of home care are shown in Table 3 together with the same
numbers for the entire country. As can be seen Hjørring is approximately an average municipality
according to population with a slight over-representation of recipients of home care. A more detailed
overview of recipients is shown in Table 4. The majority of citizens receives less than 2 hours of help
per week and quite few receives more than 12 hours. As a general rule of thumb, the cost (annually)
of five minutes of home care weekly is approximately EUR 2,000. Citizens with a permanent
need for substantial assistance are typical offered accommodation in a nursing home. It is striking
that there is almost twice as many women as men among recipients of help, this is a reflection of
differences in life expectancy.

In order to simplify the presentation and to make it as precise as possible, we will define a
number of concepts related to the delivery of home care. Home care is granted to a citizen in terms
of a package of help defined as a weekly service. The amount of help granted is measured in minutes
where each package size has weekly lower and upper limits on time (Table 2). The content of the
package is determined subsequently. Once home care is granted by the authorities, it is delivered
through home visits by one or more home care workers. The actual delivery is planned by a planner
and the planned amount of help for a visit may differ from the granted amount of help as long as
the total delivered help stays within the limits of the package on average over a time period of, for
instance, three weeks. A delivered amount of help is measured in minutes.
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Definition 1 (Grant) A grant is an allocation of services in the form of a package p. The size of a
grant g is measured in minutes and denoted gt(p).

Given a package p with lower limit l(p) and upper limit u(p) an amount l(p) ≤ gt(p) ≤ u(p) is
assigned to the citizen on a weekly basis, see Table 2. The execution or planning of the home care
may be different from the granted, e.g., a citizen and a home care provider may agree that the service
is delivered only every second week. This is important to know when automating the control. The
results become less stable as the time period for the analysis is decreases. A three weeks period is
considered absolute minimum.

Definition 2 (Delivery) A delivery is the visit v of a home care worker performing a care function.
The duration of the visit v is measured in minutes and denoted vt.

Definition 3 (Delivery rate) The delivery rate δ(w, V, p) for a set of deliveries V = {v(1), . . . , v(n)}
for a specific package p of size gt(p) is computed as

δ(w, V, p) =

∑
i v

(i)
t

w · gt(p)
,

where w is the number of weeks.

Definition 4 (Too high delivery rate) A too high delivery rate for package p, deliveries V and
weeks w is defined as δ(w, V, p) >= 150%.

A citizen may be assigned multiple packages, e.g., a day and an evening package, but may not
receive two day and two evening packages (a citizen may change package size within one week,
which complicates the analysis).

The authorities have an obligation to control the delivery of home care services in order to
reduce and correct deviations between granted and delivered service, as well as understand the
reasons for deviations. Today the quality control is a manual and time-consuming process. An
Bayesian network model linking different observations on the home care deliveries to a variable
indicating a too high delivery rate may be a valuable decision support tool in the control process, as
it could help pointing to possible reasons for a deviation. The controller can use this information
as a tool to identify cases that should be investigated further and cases where there is an acceptable
explanation of the deviation. Both options will help the controller to focus on the cases where action
should be taken to reduce future deviations.

The aim of this study is to investigate the use of Bayesian networks to automate parts of the
existing control process. The models are delivered as part of a web-based software system to support
the employees at the municipality of Hjørring in performing their work as efficiently as possible.

3.1 Methodology

The study follows the CRISP-DM methodology (cross-industry process for data mining) as well
as the guidelines provided by (Madsen et al., 2015). CRISP-DM is aimed at structuring projects
involving substantial elements of data mining and machine learning. The resulting approach has
six phases. The phases are performed iteratively covering the following issues: (1) Business Un-
derstanding, (2) Data Understanding, (3) Data Preparation, (4) Modelling, (5) Evaluation, and (6)

5



MADSEN ET AL.

Deployment. The process has been beneficial for both knowledge engineers, domain experts and
other staff from the municipality as a better understanding of the data held by the municipality has
been obtained. The work has been highly explorative and one of the important results is an under-
standing of the opportunities and limitations of the data and the quality of the data. The CRISP-DM
technique provides a systematic approach for conducting projects. A single iteration may suffice to
establish a proof-of-concept, but typically repeated passes lead to a better understanding of the
business and eventually to automated systems that support the mission of the organization.

4. Data Analysis

Data is extracted from multiple systems and aggregated on a weekly basis. Data is, in principle,
delivered as two separate files for each week. One file includes master data on each citizen (e.g.,
social security number, civil status, gender, age, address) who has received a delivery and another
file with information on the deliveries to each citizen in the specific week. This information is
collected from the Business Intelligence systems of the municipality, but sensitive data, such as
detailed health, registrations are not available.

The two data files are combined into a single file through a join operation using the social secu-
rity number as unique key. The left part of the join operation is the master data on the citizen, while
the right part is the list of deliveries to the citizen with information on date of delivery, package,
start and end dates (on the package grant), amount of time granted, planned time and used time for
this delivery. There a usually multiple deliveries for each citizen. The data is folded to a single
vector with features computed from the raw data, possibly across multiple weeks. The folding of
the data to a single row takes care of the time dimensionality of the deliveries through feature engi-
neering. There are features for number of packages, number of visits, amount of time used, number
of extra-visits, time used on emergency visits, and similar.

Data is noisy and quality is not perfect with, for instance, inconsistencies between files, report-
ing errors, missing information and procedures for reporting not being followed. Data is collected
on a weekly basis, and the granularity could be increased to a daily basis, but this would introduce
too much jitter due to fluctuations in the length of daily visits and precision in the registrations. By
aggregating data on a weekly basis such variations are smoothed out. The user selects the number
of weeks to include in the data. This is usually a multiple of three due to how some packages are
granted. The objective is to increase robustness of the results ensuring that short-term deviations
are not a major issue, e.g., the citizen may be on vacation or the citizen and the service provider
may agree to change a granted weekly visit of 15 minutes to a biweekly visit of 30 minutes. This
complicates the analysis significantly and means that the analysis should be performed over some
period of time (e.g., three or six weeks) to cope with such fluctuations in the data.

5. Models

The objective of the control obligation of the authorities is to identify (long-term) deviations be-
tween granted and delivered home care. The analysis is always performed for a period selected
by the user and data is aggregated for the selected period. To support the control process and to
automate the identification and prediction of deliveries with a high risk of deviations, a set of four
different types of models have been developed:
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Action lists This is a set of eleven models that implements simple rules (e.g., one model produces
the list of citizens receiving two or more Day packages, which is not allowed while another
model produces the list of citizens receiving more than five deliveries without a granted pack-
age).

Package fitness This model computes the delivery rate δ(w, V, p) under package p for weeks w
using l(p) or u(p) in Definition 3 (instead of gt(p)) depending on

∑
i v

(i)
t < l(p) or

∑
i v

(i)
t >

u(p). Figure 1 shows the structure of the model where hexagon shaped vertices represent
function nodes. Recall that a function node simply defines a numeric value that is computed
from a mathematical expression. Function nodes can also represent an input value. For
instance, the value of the function node Delivered represents time delivered to the citizen
under a specific package for a selected period.

Figure 1: Model for assessment of package fit.

Delivery rate This model is estimated as a classification model from the aggregated data of the
selected period. The purpose is not to classify deliveries (as the delivery rate is known), but
to build a model to point to potential explanations of a too high delivery rate using a colour
coding for each observation based on Bayes Factor K. The colour intensity of an observation
εi in the user interface is determined by the value of K for εi.

A Boolean variable representing a too high delivery rate is the root variable of a TAN (Fried-
man et al., 1997) constructed with the HUGIN software (Madsen et al., 2005). The explana-
tory variables are the features. With the model constructed, the virtues of Bayesian Networks
can be exploited, in particular the ability to point out the most influential indicator variables.
This may help in identification of possible reasons for the deviation in a specific case and may
lead to further insight into the current practice. There could, e.g., be problems in cases with a
specific service provider or deviation could be due to a recent change in number or nature of
allocated services.

Delivery rate prediction This model uses the same indicators as the model for explaining delivery
rate, but with the purpose of predicting δ(w, V, p) ≥ 150% under package p for the next
period. In this model, the delivery rate for the selected period becomes an indicator and the
prediction is made for the following period of the same length as the selected period. The
variables of the models include the target variable specifying if δ(w, V, p) ≥ 150% combined
with indicators for the previous period.

Figure 2 shows an example of the structure of a prediction model where indicators are coloured
to illustrate groups of similar variables. For instance, the lightblue variables represent mas-
ter data, the lightgreen variables represent information about packages (including delivered
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Figure 2: Model for prediction of future deviations in the delivery rate.

and granted time), and the purple variables represent signs of problems (e.g., extra visits and
distress calls). Based on this model, cases with a high risk of deviation may be detected in ad-
vance. A possible explanation of such a forecast could be an increasing number of emergency
calls. If disclosed in advance preventive actions for the citizen may be initiated. The results
of an analysis are presented to the user as a table, where each line is a delivery (over the se-
lected period) and the columns show the individual findings on the indicators and additional
information (e.g., social security number and master data).

Home care includes a number of numeric entities (e.g., age and time) that must be considered.
The organization of care into packages (as shown in Table 2) makes it natural to use discretization
in the models for action lists and package fitness. For the models on delivery rate and delivery rate
prediction, we use different types of discretization including expert assessment and a supervised
approach (Fayyad and Irani, 1993). For instance, zip code is discretized based on official Danish zip
code system (we group zip-codes according to the five regions of Denmark) while age is discretized
using the minimum entropy principle of Fayyad and Irani (1993).

The models consider data from different angles and provide a suite of tools to support the control
process. One of the main advantages of encoding the analysis as a Bayesian network model (with
function nodes) is that it is easy for BI staff to maintain the models. The updated models can be
deployed without help from IT staff. The use of function nodes makes it possible to encapsulate
all calculations in a single model reducing the risk of errors as there is a clear separation between
IT-integration and the business logic.

It has been an important requirement from the municipality that the analysis should use the
data that was readily available and support a continuous refinement as additional data sources are
identified and harvested.

6. Experimental Analysis

6.1 Data

Table 5 shows information on the data used in the experiment. The data covers a 14 weeks period
from week 37, 2019 to week 50, 2019. In the table, we let DD denote the set of deliveries (after
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Week Citizens in DD Citizens NOT in DM Granted (m) Delivered (m) Delivery rate

37 2,215 6 385,365 427,517 1.11
38 2,220 6 385,713 425,499 1.1
39 2,221 6 384,503 427,275 1.11
40 2,226 6 381,153 420,036 1.1
41 2,218 6 379,542 414,089 1.09
42 2,220 6 380,134 415,955 1.09
43 2,233 6 382,186 419,192 1.1
44 2,225 9 381,758 412,870 1.08
45 2,209 8 375,173 397,424 1.06
46 2,202 8 372,904 393,536 1.06
47 2,206 8 369,340 387,812 1.05
48 2,201 9 373,794 385,110 1.03
49 2,196 8 372,157 383,981 1.03
50 2,194 8 370,910 392,263 1.06

Table 5: Information on the data by week.

preprocessing) andDM denote the set of master data. The table shows, for instance, that in week 42
there are 2,220 unique citizens contained in the deliveries dataDD and only 2,214 unique citizens in
the master data DM , i.e., six citizens have had one or more deliveries without an associated granted
package. This could, for instance, be a distress call. The total amount of granted time is 380,134
minutes, and the total delivered time is 415,955 producing a delivery rate of 1.09.

6.2 Setup

The policy of the municipality, is that the control or analysis of deliveries is performed for periods
of three weeks. This gives a certain level of stability in the results. For shorter periods, the delivery,
for instance, may be fluctuating due to, say, vacation.

The top three rows of Table 6 show the periods considered in the experimental analysis. The
lines are denoted Past, Present and Future that each covers three weeks. At each analysis, we assume
that the user is considering the period Present, i.e., this period is selected by the user.

If the user is analysing the delivery rates, then a model is constructed based on the Present
weeks. If the user is predicting the delivery rates, then a model is constructed from data on the
indicators for the Past and the delivery rate for Present. This model is used to predict the delivery
rate for the future using the data on the indicators for the Present. This means that a new model is
created each time a different period is selected by the user.

6.3 Results

Table 6 shows the results of the experimental analysis considering two different models, i.e., the
Naive Bayes Model (NBM) and the TAN) across the test period. Notice that we are evaluating
models constructed for analysing deliveries and predicting too high delivery rate.

The row Accuracy — explain specifies the classification accuracy of the model on the training
data. This relates to analysing deliveries. The analysis covers three weeks (e.g., in the column
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Past W37-39 W38-40 W39-41 W40-42 W41-43 W42-44
Present W40-42 W41-43 W42-44 W43-45 W44-46 W45-47
Future W43-45 W44-46 W45-47 W46-48 W47-49 W48-50

Naive Bayes Model

Accuracy — explain 0.89 0.89 0.87 0.85 0.87 0.86
Accuracy — predict 0.89 0.88 0.89 0.88 0.88 0.89
δ(w, V, p) — predicted 2.24 1.69 1.52 1.37 1.1 1.64

Tree-Augmented Naive Bayes Model

Accuracy — explain 0.94 0.95 0.95 0.94 0.94 0.94
Accuracy — predict 0.91 0.91 0.91 0.9 0.91 0.91
δ(w, V, p) — predicted 1.98 2.26 2.32 2.05 2.08 1.8

Table 6: Performance by week for two different models.

Present W41-43, the analysis covers weeks 41 to 43 aggregated). Please note that the purpose of
the model in this case is not to classify each delivery, but to identify potential explanations of a too
high delivery rate in order to make the control more efficient. In the user interface of the system,
the deliveries are shown as a table sorted by delivery rate, where a colour coding scheme based on
Bayes Factor (see Table 1) is used. The intensity of the background colour of an observation in the
table is determined by the value of K. If K < 3 for an observation εi, the background is white. The
row Accuracy — predict specifies the classification accuracy of the model when predicting delivery
rates (the accuracy is measured on a hold-out dataset). This relates to predicting too high delivery
rate. The analysis covers a period of three weeks (e.g., in column Present W41-43, the model is
trained on data from deliveries for weeks 38 to 40 aggregated to predict delivery rates in weeks 41
to 43. The accuracy is evaluated on weeks 41 to 43 to predict weeks 44 to 46). The row δ(w, V, p)
— predicted specifies the total delivery rate of the deliveries predicted as too high.

It is clear from the results that a relatively high accuracy is obtained in both models (using a
threshold of 0.5). The TAN performs better than the NBM in almost all cases. Also, the deliveries
predicted to be too high have a high delivery rate. In many cases the delivery rate is larger than
200% for the TAN.

The delivery rate experiments show that for TAN the number of extra visits is consistently
among the top three indicators having highest mutual information relative to the target across the
test cases. The other indicators in top three (across the test cases) are time used on extra visits,
number of granted packages and number of new packages. The delivery rate prediction experiments
show that using the supervised discretization on all variables eliminates a large share of indicators
(due to a single state) and reduces the number of true positives but increases precision only slightly.
For instance, for Present W41-43 the accuracy is 0.92 with 24 true positives compared to accuracy
0.91 and 38 true positives for the case where expert assessments are also used.

7. Conclusion and Future Work

The current control process (in Hjørring and many other municipalities like it) is manual and hind-
sight focused. There is no system to support prediction of expected home care needs. The people
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with access to the data is focused on identifying too high deviations and contacting the service
provider for explanations. This system automates parts of the process and enables other staff mem-
bers (outside the economic control unit) to analyse the data in other to take preventive actions and
identifying systematic errors in the delivery process. We have found that the involvement of users
and other stakeholders in the process from the beginning and the intuitive nature of Bayesian net-
works have been vital to the success of the project.

The prototype was tested on live data in the municipality over the period from November 2019
until March 2020. The main feedback from the municipality was that especially the analyses of
package fit added value. The explicit reports of gaps between granted and delivered services made
the control task considerably easier. In particular, it turned out that there were many cases where
citizens had been allocated services, that was not provided. That control reduced the number of
allocated packages with approximately 5%. On the other hand, there was also a number of cases
where the actual deliveries exceeded what was granted. In some cases, this lead to an adjustment of
the allocated services, but in more cases the deliveries were reduced to what was actually granted.
This happened in a constructive collaboration between the requester and the provider.

During the test period, the system lead to a 1 − 2% reduction of delivered services. With an
annual budget of around 130 million Danish kroner this is a quite satisfactory outcome of a pilot
study, even if it includes some one-off savings.

The potential of the system is substantial. In Denmark there is 98 municipalities with the same
duties in terms of control and all of them under a constant pressure to make the business more
efficient and to harvest all possible savings while not compromising quality of services. Future
and ongoing work includes further developing the explanation and prediction models by identifying
potential new data sources.
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